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History Transition to Personal Computers
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My Group The Living Environment Laboratory



History of the LEL Part of University of Wisconsin-Madison



History Project Health Design



History Context of the Home Environment
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History of the LEL Wisconsin Institute for Discovery



History of the LEL CAVE (2011)



History Motivation



Challenge:
How do we set expectations for 
this technology? 



Expectations Holodeck



Expectations Simulations

Nicolalde, D.F., Freese, V., Ponto, K., Tredinnick, R., Kinneberg, M. , “Applying Kanban to Health- care via Immersive 3D Virtual Reality” 3D User 
Interfaces (3DUI), 2014 IEEE Symposium on, Min- neapolis, MN. March 29-30, 2014. 



Results Kitchen Scenario



Research Virtual Exertions

Ponto, K., Kimmel, R., Kohlmann, J., Bartholomew, A., and Radwin, R., “Virtual Exertions: a user interface combining visual information, kinesthetics 
and biofeedback for virtual object manipulation” 3D User Interfaces (3DUI), 2012 IEEE Symposium on, (2012) pp. 85-88.



Expectations Not a New Problem



Challenge:
How do we build VR 
simulations? 



Star Trek Holodeck



Challenge Build a Simulation



Research Building Environments

Tredinnick, R. and Ponto, K., “Say It To See It: A Speech Based Immersive Model Retrieval System” 3D User Interfaces (3DUI), 2013 IEEE Symposium 
on, Orlando, Florida. March 16-17, 2013.
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Figure 1: Demonstration: The user speaks the term “pizza” and is presented with a visual interface of results (A). The user selects an item and

a placeholder box is created that the user can interact with (B). Upon model load, the placeholder box is replaced with the model (C).

ABSTRACT

Virtual spaces have proven to be a valuable means to visualize
and inspect 3D environments. Unfortunately, adding objects to 3D
scenes while inside of an immersive environment is often difficult
as the means used to acquire models from repositories are built for
standard computer interfaces and are generally not available dur-
ing a users session. We develop a novel interface for the insertion
of models into a virtual scene through the use of voice, 3D visu-
als, and a 3D input device. Our interface seamlessly communicates
with external model repositories (Trimble 3D Warehouse) enabling
models to be acquired and inserted in the scene during a user’s vir-
tual session. We see the benefits of our pipeline and interface in the
fields of design, architecture, and simulation.

Index Terms: H.5.1 [Information Presentation]: Multimedia In-
formation Systems—Artificial, augmented, and virtual realities;

1 INTRODUCTION

This paper introduces an interface and automated pipeline for
preparing and exporting content from a 3D design application. The
pipeline is combined with a solution of searching for models from
an external repository, in our case the Trimble 3D Warehouse, from
within a virtual environment (VE). A user can search for a model
using speech and choose a model they wish to download to the envi-
ronment from a GUI showing the search results. The chosen models
are downloaded, converted, and automatically loaded into the im-
mersive VE application. This interface could provide benefits for
design, architecture, and simulation, particularly at the conceptual
stage.

The goal of our work is to develop a method for users to create
scenes while entirely inside of a VE. 3D environments are much
more difficult to interact with compared to standard 2D user inter-
faces [5]. Unfortunately, standard methods for interfacing with vir-
tual environments do not work well for input technologies. Takala
et al. provide a survey of recent interfaces for 3D environments
[9]. Speech has been identified as an intuitive interface for Virtual
Environments [4]. Speech can often be used as an augmented inter-
face to direct manipulation [2, 7]. Kim provides a survey of speech
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interfaces for 3D applications [6].
Model repositories and search engines for them have been avail-

able since the early 2000’s with Min et al. providing a good listing
of several early 3D model databases [8]. Our system utilizes the
Trimble 3D Warehouse (formerly the Google Warehouse) inside of
SketchUp [3]. Boeykens and Bogani describe the difficulties in us-
ing model repositories [1]. The design of our system takes these
difficulties into consideration.

2 METHOD

Our system creates a generalized pipeline to obtain live 3D models
from within an immersive display application (Figure 2). The VE
application runs in a C6 CAVE. The system utilizes an Intersense
IS900 tracking system and a tracked MicroTrax 3D wand input de-
vice to interact with the GUI, to manipulate objects and to navigate
a scene.

As our goal was to create an input method that did not require a
keyboard-like device, we chose to implement our system utilizing
speech as an interface. The Microsoft Speech SDK 11 was selected
for its ease of use. To prevent unwanted processing, the user is
first required to speak the trigger phrase, “model search”, to acti-
vate the system. After receiving audio confirmation, the user ver-
bally provides a search query. In order to aid the speech recognition
software, the grammar is limited to approximately 2,000 common
nouns. The result of the speech recognition is forwarded to the web
processing application. The phrase “search results” can be used to
activate the previous search query.

The passed in spoken term is used to search an online 3D model
database. Our system communicates with the Trimble 3D Ware-
house as it provides an easy source to acquire both models and
thumbnail images. Our system utilizes a program built on top of
Ruby to parse HTML, extract model download links and retrieve
thumbnails. This approach was undertaken to separate the model
downloading and exporting application from the application ren-
dering the VE. Files containing thumbnails and links are saved to a
shared file system location accessible from both the PC performing
the search as well as our immersive display system cluster.

Upon parsing the links and thumbnails, the VE application cre-
ates a GUI for choosing a desired model from the search results.
The adapter of this pipeline can customize the appearance and style
of the GUI for their own needs depending on their VR display sys-
tem (i.e. HMD or CAVE, etc.), but at a minimum should present
the search results to the user in some way. Our framework adapts a
tiled wall panel GUI that shows thumbnail search results across the
front wall of the CAVE. The GUI spans the size of the CAVE wall

Ponto, K., Tredinnick, R., Bartholomew, A., Roy, C., Szafir, D., Greenheck, D., and Kohlmann, J., “SculptUp: A Rapid, Immersive 3D Modeling 
Environment” 3D User Interfaces (3DUI) Contest, Orlando, FL. March 16-17, 2013.



Challenge Home Environments



Challenge Home Environment



of  the  distance  and  resolve  to  a  three-­dimensional  coordinate  relative  to  the  scanner  (see  Figure  2  on  the  
right).  A  single  scan  (or  multiple  combined  scans)  creates  many  distance  measurements  and  many  points  
-­-­  a  point  cloud.    
  

  
Figure  2:  A  photo  of  a  3D  LiDAR  scanner  is  shown  on  the  left.  The  center  images  depicts  the  angles  at  
which  the  device  can  capture  from  a  single  view  and  the  right  diagram  shows  how  a  3D  coordinate  is  
calculated  from  two  angles  and  the  measured  distance.  
  

LiDAR  scans  and  point  clouds  are  gaining  ever  more  attention  in  the  crime  scene  investigation  process  
and  are  employed,  for  example,  to  record  on-­site  crash  information  of  accident  scenes  and  to  
reconstruct  shooting  incidents  [PrecisionSim11].    This  approach  provides  many  advantages:  the  crime  
scene  is  perfectly  preserved  and  ‘frozen  in  time’,  the  scanning  and  data  collection  process  is  
non-­intrusive,  evaluations  and  measurements  can  be  performed  independently  of  crime  scene  access.    
  
We  intend  to  build  upon  existing  work  to  use  LiDAR  scanning  not  only  for  scene  capturing,  but  to  
expand  this  technology  for  crime  scene  analysis.  LiDAR  scanning  can  generate  three  dimensional  
information  at  a  sub-­millimeter  resolution.  This  resolution  level  provides  three  dimensional  information  
with  a  high  level  of  accuracy  and  detail  and  enables  the  documentation  of  hard-­to-­reach  places.  We  
believe  that  capturing  bullet  impacts  using  this  technology,  analyzing  the  resultant  data,  and  developing  a  
generic  classification  model  of  trajectory  determination,  ammunition  type  and  impact  based  on  the  
captured  information  will  afford  investigators  the  ability  to  determine  bullet  types  and  bullet  trajectories  
in  a  scene  with  greater  accuracy  and  in  less  time.    
    
However,  one  problem  with  LiDAR  data  capture  and  subsequent  analysis  using  traditional  
desktop-­based  software  tools  is  that  it  removes  the  context  of  the  original  crime  scene  for  investigators.  
While  software  such  as  SceneVision3D  by  3rd  Tech   provides  a  better  way  to  present  information  for  a  1

jury  compared  to  photographs,  the  investigator  is  required  to  use  3D  modeling  software  which  can  have  
a  steep  learning  curve,  excess  or  unneeded  features,  and  an  unintuitive  user  interface.  Investigators  tend  
to  work  with  the  3D  software  on  desktop  monitors  or  2D  televisions,  which,  due  to  their  limited  viewing  
angle  and  resolution,  remove  the  investigator  from  feeling  as  if  they  are  truly  back  at  the  original  crime  
scene.    Furthermore,  most  of  these  examples  are  single  case  studies  and  are  not  employed  broadly  for  

1
  http://www.3rdtech.com/SceneVision-­3D.htm  
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Solution LiDAR



Results Realistic Home Environments



Challenge:
How do we support VR 
visualizations of big data? 



Challenge Visualization Bandwidth

Quality
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Challenge Visualization Bandwidth

Tredinnick, R., Broecker, M., Ponto, K., “Progressive Feedback Point Cloud Rendering for Virtual
Reality Display” IEEE VR 2016.



Challenge Visualization Bandwidth

Broecker, M., Ponto, K., “Transient Motion Groups for Interactive
Visualization of Time-Varying Point Clouds” IEEE Aerospace 2016.



Challenge Visualization Bandwidth

Broecker, M., Ponto, K., “Transient Motion Groups for Interactive
Visualization of Time-Varying Point Clouds” IEEE Aerospace 2016.



Challenge Visualization Bandwidth

Broecker, M., Ponto, K., “Transient Motion Groups for Interactive
Visualization of Time-Varying Point Clouds” IEEE Aerospace 2016.



Challenges Perceptions in Virtual Reality

≠
Virtual Physical



Research Perceptually Calibrating Virtual 
Environments



Challenge:

How do we support research?



Personnel Faculty and Staff



Personnel Discovery Fellows



Personnel Students



Support Government Agencies



Support External Sponsors



Support Internal Competitions



Funding Challenge



Challenge:
How do we support outreach 
events? 



Outreach Wisconsin Idea



Outreach Educational Science Events



Outreach Exhibitions

Lisa Frank < 1 >: ”der”



Outreach Public Learning Events

DIY Science



Outreach Positive Experience



Outreach Large and Diverse Audience



Outreach Challenges



Outreach Funding



Outreach Publications



Outreach Not So Nice People



Challenge:
How do we support a variety of 
environments?



Facilities CAVE



(a) (b) (c)

Facilities DSCVR System

Ponto, K., Kohlmann, J., and Tredinnick, R., DSCVR: designing a commodity hybrid virtual reality system  
Virtual Reality, (2014) pp. 1 - 14.



Facilities HMDs
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Facilities AVS



Software Game Engines



Software WebGL



Concluding Thoughts



Conclusion 1950s Computers



Conclusion 1990s CAVEs



Conclusion Benefits to Exclusivity





Conclusion Impact



Conclusion These are Exciting Times
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