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	2016-11-17-01

	
	


	Internet2 Incident Report

	Incident Team Leader’s Information

	Date/Time of Report
	2016-12-13 16:00 MST

	First Name
	Nicholas

	Last Name
	Roy

	Title/Position
	Director of Technology and Strategy, InCommon

	Work Email Address & Phone
	Email: nroy@internet2.edu
	Phone: +1 720 379 9679

	Reported Incident Information

	Nature of Incident
	Intentional [ ]            Malicious [ ]              Participant/Member [X]
Unintentional [X]      Not Malicious [X]       Operations [ ]

	Initial Report Filed With (Organization)
	Internet2, GÉANT

	Start Date/Time
	2016-11-17 06:00 MST

	Incident Location
	Multiple

	Incident Point of Contact (if different than above)
	Niels Van Dijk, SURFconext (Netherlands Federation Operator) (initial)
Lukas Hämmerle, SWITCH/GÉANT (international coordinator)
Nicholas Roy, InCommon (US Federation Operator)

	Possible Compromise of Corporate Data?
	ORCID user accounts were accessed by a small number of people who should not have had access, due to misconfigured identity provider software at two US sites and one site in Spain releasing the same SAML 2 persistent nameID value for all users

	Possible Compromise of Personally Identifiable Information (PII)?
	ORCID has done an assessment on possible breach of PII (primarily: name, email address, list of publications), and has notified the affected users.

	Incident Type
	Unintentional misrepreresntation of federated user identity information (user identifier).

	US-CERT Category
	Other

	US-CERT Submission Number
	N/A

	Description
	The user identifier released by an organizational identity provider (IdP) service registered in the InCommon Federation must be unique to a single person at any given time, and SAML 2 persistent nameID must be unique to a single person and must never be re-assigned.  The involved IdPs each had a different misconfiguration that caused them to release the same SAML 2 persistent nameID for all users, to the ORCID service provider (SP), for a short period of time (a few days each) before the problem was discovered and corrected.  No other organizations running SPs were involved in the incident.  This was verified due to the deterministic release of persistent nameID to only a single SP (ORCID) by one IdP, and by log and configuration analysis by the second IdP.  In both cases, the Federation Operator (InCommon Operations) requested that the IdP Operators positively confirm this.

	Additional Support Action Requested
	Communication  with staff at: ORCID, GÉANT, two IdP Operator organizations

	Method Detected
	During the first event, ORCID users alerted ORCID that they had gained access to other users’ accounts.  ORCID put measures in place to automatically detect and alert them to such an event, which is how the second event described in this report was detected and brought to the InCommon Federation Operator’s attention.  ORCID involved global Federation Operators in the relevant trust federations in the incident response, because Federation Operators have a relationship with the organizations running identity provider software, the misconfiguration of which was the root cause of the incident.

	Number of Hosts Affected
	4 (ORCID, two US/InCommon Federation IdPs, one Spanish/SIR Federation IdP)

	Department Impact
	Staff time involved in incident handling, reporting, risk mitigation, communication.

	Status
	Resolved

	InCommon Federation Systems Involved (list all relevant details including role in the incident)

	IP Address / Range
	Host Name
	Operating System
	Comments

	
	
	
	IdP 1: IBM Tivoli Federated Identity Manager

	
	
	
	IdP 2: SimpleSAMLphp

	Notes / Additional Information: 
Organization A’s IdP was an explicit and unintentional misconfiguration of attribute aliasing configuration in the product, by a systems staff member at the site, attributed to lack of operational knowledge of configuration of SAML 2 persistent nameID in the software.

Organization B’s IdP was an accidental and unintentional misconfiguration of SimpleSAMLphp which resulted in the triggering of a bug in SimpleSAMLphp.  More information on this bug and its resolution available at: https://simplesamlphp.org/security/201612-04


	Metrics

	Action Description
	Worked with colleagues in eduGAIN, SURFconext, SIR Federation, InCommon Federation, ORCID and SimpleSAMLphp to coordinate rapid shut-down of release of the affected nameID on the affected IdPs, worked through remediation and lessons learned, preventive measures.

	Response time from initial report
	4 hours

	Detection and Analysis Time
	1 hour

	Containment, Eradication, and Recovery Time
	IdP Organization A: 2 hours
IdP Organization B: 2 hours

	Post-Incident Activity Time
	20 days

	Notification of 3rd Parties Time
	Immediate (ORCID posted to the refeds@lists.refeds.org list) 17 November, 2016 15:23 GMT.  See: https://lists.refeds.org/sympa/arc/refeds/2016-11/msg00072.html 

	Total Time Involved
	20 days

	Entities Notified
	REFEDS, REFEDS FOG, Internet2 operational security group, InCommon Federation Operations, Internet2 T&I leadership, InCommon Steering, InCommon Technical Advisory Committee, InCommon Participants

	Resolution
	GÉANT, ORCID, InCommon Federation working on preventive and proactive measures, as well as federated incident handling procedures.  IdP organizations A and B recovered and preventive measures to prevent a recurrence are in place.  SimpleSAMLphp released a security advisory and fix after communicating with InCommon Federation Operations and the affected site.



	Objective Summary of Incident


	The incident was caused by misconfiguration of SAML identity provider software at two US sites, and was rapidly corrected once identified.



	Timeline


	2016-11-17 11:20 a.m. MST – InCommon Federation Operations is notified via the REFEDS Federation Operators Group (FOG) list of the initial incident and activates its incident handling process
2016-11-17 11:30 a.m. MST – InCommon Federation Operations notifies site admin and security contacts at initial IdP site
2016-11-17 01:00 p.m. MST – InCommon Federation Operations is contacted by the initial site and remediation begins
2016-11-17 02:00 p.m. MST – InCommon Federation Operations is made aware that the initial site has deactivated their integration with ORCID.


2016-12-08 10:30 a.m. MST – InCommon Federation Operations is notified of the second incident and activates its incident handling process
2016-12-08 11:40 a.m. MST – InCommon Federation Operations notifies site admin and security contacts at second IdP site
2016-12-08 12:00 p.m. MST – Second site admin contacts InCommon Federation Operations and remediation begins
2016-12-08 12:40 p.m. MST – InCommon Federation Operations is made aware that the second site admin has disabled relevant affected configuration
2016-12-09 – InCommon Federation Operations is made aware that the second site has a fix in place and has re-enabled their integration with ORCID




	After-Action Review (Incident Debrief)


	What went well:
· Quick response times and prompt remediation
What did not go well:
· Lack of availability of security contacts in metadata, thus preventing ORCID and InCommon Federation Operations from easily contacting site security contacts
· Lack of a finalized (non-draft) InCommon Federation incident handling plan (although that will be finalized soon). 
What can be done to be better prepared and/or prevent this issue in the future:
· InCommon Federation Operations should publish its final incident handling framework when complete, including incident handling contact email address and phone number
· GÉANT/eduGAIN should add security contacts at a federation level for each eduGAIN member federation to the eduGAIN technical site
· InCommon Federation and other federations should adopt the SIRTFI security framework
· All InCommon Federation IdPs and SPs should list a security contact in metadata, and keep this and all other contact information in metadata up-to-date.
· All InCommon security contacts should be updated by Site Administrators to use the new REFEDS security contact type
· Identity provider operators should ensure that they have a complete understanding of the effects of any actions they take with regard to changes in configuration which affect the release of user identifiers.
· Identity provider operators should ensure that they have a full understanding of the required properties of user identifiers and the effects of their actions on those properties.
· [bookmark: _GoBack]Identity provider operators should identify and consistently use documented test procedures that can identify problems with the release of user identifiers and subject attributes before any changes are put into production.
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